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In real life, either the subjective factors of speakers or the objective en-
vironment degrades the performance of automatic speech recognition
(ASR). This study focuses on one of the subjective factors, accented
speech, and attempts to build a multi-accent ASR system to solve the
degradation caused by different accents, one of whose characteristic
is the low resource. To deal with the challenge of the low-resource
data and the different speech styles, a wav2vec-MoE (mixture of ex-
perts) is proposed to adapt the wav2vec 2.0 for multi-accent ASR. In
the wav2vec-MoE, a domain MoE is developed by introducing pseudo-
domain information in the pre-training stage, where the domain denotes
a collection of speech varied by the same influence factors. The MoE
is trained with two strategies according to the proposed domain mis-
match assessment between unlabeled speech and target speech, with-
out requiring any explicit domain information. Experiments show that
the wav2vec-MoE achieves a 14.69% relative word error rate reduc-
tion (WERR) on the AESRC2020 accent dataset and an 8.79% relative
WERR on the Common Voice English dataset.

Introduction: As one of the essential technologies of human-computer
interaction, end-to-end automatic speech recognition (ASR) has
achieved remarkable performance in recent research [1–3]. While in real
life, either the subjective factors of speakers or the objective environment
degrade the performance of ASR [4–8]. This study focuses on one of the
subjective factors—accented speech. To deal with accented speech, one
popular solution is to build an ASR for each accented speech [9–11].
This solution leads to a high-performance ASR for specific accents but
requires huge labeled accented speech for training. Multi-accent ASR
alleviates this problem by building a system to recognize various ac-
cented speech. However, the low resource of labeled data and the variety
of speech styles between accents challenge the multi-accent ASR. Most
of the approaches in recent advances work on the model training or fine-
tuning stage, while the improvement is limited due to the low-resource
labeled data [12–15].

Recently, unsupervised pre-training techniques (UPTs) are proven to
be effective for low-resource tasks [16–19]. It learns speech represen-
tations as the initialization of the target model from a large amount of
unlabeled speech, and then, the model is fine-tuned with labeled data for
the downstream tasks. However, UPTs try to obtain a universal represen-
tation, which may lead to the lacking of some distinguishing speech fea-
tures that are varied by subjective factors. Hence, directly using UPTs on
multi-accent ASR could not deal with domain mismatch problem caused
by the different speech styles.

This insight motivates us to enhance the recent popular UPT, wav2vec
2.0 [16], to address the two challenges of multi-accent ASR. We propose
a wav2vec-MoE that introduces pseudo-domain information provided by
a domain identification (DID) model to solve domain mismatch under
an unsupervised framework. The domain refers to a collection of speech
varied by the same influence factors, including but not limited to inter-
national accents. We use the DID instead of accent identification (AID)
because it is difficult to extract the distinctive features of the accent from
the input speech, especially when the data is extremely unbalanced on
accent [12, 13]. In the wav2vec-MoE, we develop a domain MoE, which
is a mixture of experts guided by pseudo-domain prior knowledge. We
incorporate the domain MoE into the wav2vec 2.0 framework to make
the speech representation robust to multiple domains. We propose a do-
main mismatch assessment (DMA) to evaluate the quality of pseudo-
domain information and then train the domain MoE with two different
strategies according to the judgment of DMA. The experiments were
conducted on the AESRC2020 accent dataset [20] and the Common
Voice English dataset [21] to evaluate the proposed method.

Fig. 1 The schematic diagram of the wav2vec-MoE.

Related work: Research on multi-accent ASR focus on dealing with the
different speech style challenge and the low-resource challenge. One
popular method is model adaptation, which makes the ASR system
of standard speech adapt to accented speech. For example, integrating
accent-related features from an accent identification (AID) model into
acoustic features for adaptation [12–15]. However, these methods did
not consider the quality of AID, and low-quality AID will bring noise
to ASR, thus may affect the performance of ASR. Recently, the acous-
tic models based on the mixture of experts (MoE) achieved competitive
performance. For example, You et al. [22, 23] introduced MoE in ac-
cented ASR and proposed speechMoE [22] and speechMoE2 [23], in
which each expert is activated by route decisions. The models have large
capacities but have large model sizes. Jain [15] et al. proposed a MixNet-
based architecture to compensate for phonetic and accent variabilities
by using MoE. Gong [8] et al. proposed a layer-wise adapter in which
each expert learns the features of the inputs and finally merges the fea-
tures from others. These methods demonstrate the potential of MoE in
multi-accent ASR, but their improvement is limited by limited annotated
speech data.

Wav2vec-MoE: This section describes the proposed wav2vec-MoE in
detail. Figure 1 shows the schematic diagram of the method.

Domain identification training: The DID model is to identify the do-
main where the speech comes from. The domain refers to a collection of
speech varied by the same influence factors, for example, international
accents, and regional accents. The model consists of an encoder and a
linear layer for the domain classifier. To extract sentence-level domain
embeddings, we apply attention pooling to the outputs of the encoder
of the DID model. Given the input speech features x = {x1, . . . , xL}
with length L, corresponding domain label y ∈ {a1, . . . , aN } with N
domains, the outputs of the encoder refer to the latent speech fea-
tures h = {h1, . . . , hL}. The sentence-level domain embeddings e pass
through a linear layer and a softmax layer to predict the maximum prob-
ability of the domain where the speech is from. The DID model is opti-
mized by minimizing the cross-entropy loss.

Domain information usage selection: Previous work shown that high-
quality domain features help the ASR. It performs well when the quality
of DID is high enough to help the ASR. In a real situation, however,
low-quality domain features may harm the performance of ASR. The
quality depends on the mismatch between the source data and the target
data. The greater the mismatch, the worse the quality. Hence, we need to
assess the mismatch between the unlabeled speech and the target speech.

We compute the proportion of the uncertain label as the measure
of mismatch. A high proportion indicates a large mismatch. Since a
large amount of data, we randomly sampled a subset from the unlabeled
dataset for assessment. Denote α as the confidential coefficient that the
sentence with speech features x is identified as being from the domain y
by the DID model. The predicted domain ỹ can be expressed as

ỹ =
⎧⎨
⎩

ai, i = argmax(l), if max(l) > α

uncertain, else,
(1)

where l is the probability that the speech comes from each of the
domains, and argmax(·) is the function that outputs the index of the
highest-probable domain. In this paper, we set α = (N + 1)/2N , which
varies with the difficulty of the DID task. After labeling the data, we
compute the proportion p of the uncertain label in the sampled subset to
assess the mismatch between the unlabeled data and the target data. We
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regard p > β as the case of a large mismatch, and vice versa is the case
of a small mismatch. β is the experience value. We carried out experi-
ments with different β values to optimize the hyper-parameter and found
that when the unlabeled speech is large (over 1k), setting β to 0.5–0.6
gives the best and most stable ASR performance. When the unlabeled is
small, set β to 0.1–0.2 is the best choice. We adopted β = 0.5 for large
unlabeled data and β = 0.2 for small unlabeled data.

Unsupervised pre-training: To make speech representations based on
wav2vec2.0 [16] robust to multiple target domains, we develop a do-
main MoE and incorporate it into wav2vec 2.0 framework, as shown
in Figure 1, part C. The domain MoE consists of a mixture of expert
networks using feedforward networks (FFNs) and a gate network using
a recurrent neural network (RNN). Each expert maps the encoded fea-
tures to different subspaces with pseudo-domain information and then
aggregates them through the gate mechanism. It improves the ability of
the model to extract representation. The gate mechanism is realized by
the gate network followed by a softmax. To make a fair comparison of
the two training strategies introduced below, this paper set the number
of expert as N + 1. Finally, the domain-robust speech representations
r = {r1, . . . , rL} are derived from a weighted sum of the weights δ and
the experts outputs Ei(c).

Since there is a mismatch between the source (unlabeled) speech and
the target (accented) speech in real life, we propose two training strate-
gies (EmbCat, ReDef) for unsupervised pre-training according to the
quality assessments describe in Section 1.

EmbCat strategy: When the mismatch is small, we use domain embed-
dings as one of the inputs in domain MoE because the embeddings
contain richer domain information that pseudo labels. Specifically, the
sentence-level domain embeddings e are extracted from the DID model
and concatenated with the outputs of the encoder. After a linear layer,
the concatenated features are fed into the domain MoE. Every sample
updates all the experts.

ReDef strategy: In the case that mismatch is large, we use domain infor-
mation implicitly, inspired by [24]. The domain MoE is divided into one
common expert and specific experts. During training, every expert pro-
vides the outputs, while only the common expert and the corresponding
specific expert are updated.

Fine-tuning: The fine-tuning stage is related to the training strategy
in the pre-training. The model pre-trained with the EmbCat strategy is
fine-tuned with the EmbCat strategy. For the model pre-trained with the
ReDef strategy, the experts are updated according to the pseudo-label
provided by the DID model. The features extracted by each expert
are from the subspace of the pseudo-domain. The subspaces of the
pseudo-domain are different from the target domain. If the model is
fine-tuned with the ReDef strategy same as in the pre-training stage,
the mapping space of the experts will be redefined; this will destroy
the pre-trained feature structures. Therefore, we directly fine-tuned the
model pre-trained with the ReDef strategy.

Experiments and discussions

Datasets: All experiments are conducted on the AESRC2020 accent
dataset [20], the Mozilla Common Voice English dataset (version 7)
[21], Librispeech [25] corpus (1k hours of reading English speech),
and a private general English dataset (7k hours of unlabeled speech).
The AESRC2020 accent dataset contains eight accented English in Eng-
land (UK), America (US), China (CHN), Japan (JPN), Russia (RU),
India (IND), Portugal (PT), and Korea (KR). Each accent has 20 h
of speech for training. The validation set contains eight accents, while
the test set contains another two out-set accented English in Canada
(CAN) and Spain (ES). The Common Voice English dataset contains
sixteen accented English in Africa (AF), Australia (AU), Bermuda (BU),
Canada (CAN), England (UK), Hongkong (HK), India (IND), Ireland
(IR), Malaysia (MY), New Zealand (NZ), Philippines (PH), Scotland
(SC), Singapore (SG), South Atlantic (SA). The duration of the accented
speech is unbalanced, ranging from about 1 h to 500 h. We select the
eight lowest resource accented speech data as an out-set test set. The
other 8 accented speech data are divided into the training set, validation

Table 1. The DID accuracy and the mismatch assessment (MA) on
the Common Voice Dataset and the AESRC2020 Dataset.

Dataset DID accuracy (%) MA

Validation Test Validation Unlabeled speech

Common Voice 81.36 64.96 0.29* 0.62*

AESRC2020 82.09 77.16 0.09 0.48

*
indicates the quality of domain embeddings from the DID system is not good enough.

set, and in-set test set with the ratio of 8:1:1. The training, validation,
and in-set test set lasted 431.5, 52.7, and 53.8 h, respectively. The pri-
vate general English dataset contains 7k hours of unlabeled speech data
with a 16 kHz sampling rate. Recording files are from the Ali Industrial
application, mainly obtained through user-authorized data collection, in-
cluding different fields, such as including live broadcasting, input soft-
ware, customer service, finance, and so on.

Experimental setups

Domain identification system: The inputs of the domain identification
(DID) model are 80-dimension log Mel-filterbank energy features, com-
puted with a 25 ms sliding window shifted by 10 ms each time step. We
use the memory-equipped self-attention model (SAN-M) [26] with 45
encoder blocks and 12 decoder blocks. Each layer has a dimension of
320 and 6 heads. For the AESRC2020 dataset, we train the DID model
for identifying accents between countries, while for the Common Voice
dataset, we train the DID model for identifying accents between con-
tinents because of the extremely unbalanced data on accents between
countries. Due to the limited speech data, we use a pre-trained ASR
system to initialize the DID model. Table 1 shows the DID accuracy
and mismatch assessment values on the Common Voice dataset and the
AESRC2020 dataset.

Automatic speech recognition: We use the SAN-M model as the back-
bone, which has 12 encoder blocks and 6 decoder blocks. The settings of
feature extraction are the same as the DID system. The attentions in the
baseline/baseline-Large/wav2vec-MoE have dimensions of 256/320/256
with 4 heads, respectively. There are 9 experts for AESRC dataset and
5 experts for Common Voice dataset. The hidden dimensions of each
expert network are set to 1280/2048 for AESRC2020/CommonVoice
dataset. During training, we adopt an Adam optimizer [27] with a
warm-up learning rate [28]. For pre-training, the models are trained
in 350k iterations with a batch size of 320k tokens. The learning
rate is set to 4.0. For fine-tuning, the outputs are the 1024 English
Byte Pair encoding (BPE) [29] subword units. The models for the
AESRC2020/CommonVoice dataset are trained 350k/100k iteration.
The learning rate is set to 2.0/3.0 on the AESRC2020/CommonVoice
dataset. Besides, SpecAugment [30] is applied for data augmentation.
For evaluation, all models are decoded using a beam search with a beam
width of 10.

Results: Table 2 compares the performance of the proposed wav2vec-
MoE on the Common Voice dataset and the AESRC2020 dataset. Pd

and Fd denote pre-training and fine-tuning the proposed domain MoE
model, respectively. Pd + Fd is the proposed wav2vec-MoE. From the
table, the wav2vec-MoE gains the best performance comparing other
methods. Compared with the baseline on the AESRC2020 dataset, the
wav2vec-MoE achieves about 13%∼15% relative word error rate re-
duction (WERR) on two test sets. Compared with the baseline on the
Common Voice dataset, the wav2vec-MoE achieves about 8% WERR
on two test sets. Comparing S2 and S4, the amount of unlabeled speech
is larger, and the domain MoE improves the ASR performance more ob-
viously. The wav2vec-MoE is more effective than the wav2vec 2.0 on
multi-accent ASR.

Ablation study

The effectiveness of the domain mismatch assessment: Table 3 com-
pares the performance of ASR with/without the domain mismatch

2 ELECTRONICS LETTERS June 2023 Vol. 59 No. 11 wileyonlinelibrary.com/iet-el

 1350911x, 2023, 11, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ell2.12823 by C

ochrane Japan, W
iley O

nline L
ibrary on [14/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://wileyonlinelibrary.com/iet-el


Table 2. The performance (WER%) of the proposed wav2vec-MoE on the Common Voice dataset and the AESRC2020 dataset. ‘Pd ’/‘Fd’
Denotes Pre-training/Fine-tuning the proposed Domain MoE Model. Pd + Fd is the Proposed Wav2vec-MoE.

AESRC2020 Common voice

System Method Pretraining data Param. In-set test Out-set test Avg. Param. In-set test Out-set test Avg.

S0 Baseline - 25.7M 12.16 11.60 12.05 25.7M 19.52 22.56 20.58

S1 Baseline-Large - 33.6M 11.50 11.01 11.41 33.6M 18.99 21.93 20.01

S2 Wav2vec 2.0 1kh 33.6M 11.08 10.11 10.89 33.6M 18.82 21.41 19.92

S3 Wav2vec 2.0 +Fd 1kh 32.8M 10.55 10.71 10.58 33.0M 18.39 21.28 19.39

S4 Wav2vec 2.0 7kh 33.6M 10.88 10.28 10.76 33.6M 18.50 21.28 19.45

S5 Wav2vec 2.0 +Fd 7kh 32.8M 10.51 10.46 10.72 32.8M 18.28 20.89 19.19

S6 Pd + Fd 7kh 32.8M 10.33 10.10 10.28 33.0M 17.81 20.57 18.77

Table 3. The effectiveness of Domain Mismatch Assessment (DMA)
on the Test Set of Common Voice.

ID Method Param. In-set Out-set Avg.

1 Wav2vec 2.0 33.6M 18.50 21.28 19.45

2 Wav2vec-MoE 33.0M 17.81 20.57 18.77

3 −,DMA (FT+EmbCat) 33.0M 18.22 20.99 19.18

4 −,DMA (FT+ReDef) 33.0M 18.55 21.23 19.48

5 −,DMA (PT) 33.0M 18.45 21.21 19.41

Table 4. The impact of domain information richness on the
AESRC2020.

ID Method Param. In-set Out-set Avg.

1 Wav2vec 2.0 33.6M 10.88 10.28 10.76

2 PT+EmbCat, FT+EmbCat 32.8M 10.33 10.10 10.28

3 PT+ReDef, FT+ReDef 32.6M 10.66 10.39 10.61

4 PT+ReDef, FT+Direct 32.6M 10.79 10.23 10.68

assessment (DMA) on the Common Voice dataset. The baseline is
wav2vec 2.0 (ID-1). Compared with the wav2vec-MoE (ID-2), we first
remove DMA in the fine-tuning stage, that is, we fine-tune the model
with the EmbCat strategy (ID-3) or ReDef strategy (ID-4). Fine-tuning
with the EmbCat strategy degrades the performance because the
quality of domain embeddings is poor. As expected, fine-tuning with
the ReDef harms the performance because it will destroy the feature
structure as described in Section 1. Finally, we further remove DMA
in the pre-training stage (ID-5), that is, we pre-train and fine-tune the
model with the EmbCat strategy. The results suggest the necessity
of DMA.

The impact of domain information richness: Table 4 explores the im-
pact of domain information richness on the performance of ASR.
‘PT+x’/‘FT+x’ denotes we use the x strategy in the pre-training/fine-
tuning stage. Among the methods in the table, the richness of the domain
information decreases from ID-2 to ID-4. The richer domain information
contributes to the ASR when the quality of embedding is good.

Analysis: Figure 2 demonstrates the improvements of the wav2vec
2.0 and the wav2vec-MoE on each accent. One can see that wav2vec
2.0 degrades the ASR performance of some accents, which indicates
that wav2vec 2.0 is not robust to the multi-domain scenario. Our
wav2vec-MoE improves the ASR performance on every accent. The
possible reason for the effectiveness of the wav2vec-MoE is that the
proposed method alleviates the domain sensitivities by introducing
pseudo-domain information, which reflects the mismatch between
unlabeled speech and target speech.

Conclusion: This paper proposed a wav2vec-MoE, which is an unsu-
pervised pre-training and adaptation method for multi-accent speech

Fig. 2 Relative word error rate reduction of the Wav2vec 2.0 and our
Wav2vec-MoE compared to the baseline on each accent in the AESRC2020
and CommonVoice datasets.

recognition to solve the challenge of low-resource and the challenge of
different speech styles. The method introduced pseudo-domain infor-
mation to solve domain mismatch under the unsupervised framework.
A domain mismatch assessment (DMA) was proposed to evaluate the
quality of pseudo-domain information. The wac2vec-MoE was trained
with two proposed strategies according to the judgment of the DMA,
without requiring any explicit domain information. Experiments on the
Common Voice English dataset and the AESRC2020 accent dataset
validated the effectiveness of the proposed method in alleviating the two
challenges.
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